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ABSTRACT
The single-source shortest path problem (SSSP) with nonnegative edge weights is notoriously difficult to solve efficiently in parallel—it is one of the graph problems said to suffer from the transitive-closure bottleneck. Yet, in practice, the Δ-stepping algorithm of Meyer and Sanders (J. Algorithms, 2003) often works efficiently but has no known theoretical bounds on general graphs. The algorithm takes a sequence of steps, each increasing the radius by a user-specified value Δ. Each step settles the vertices in its annulus but can take Θ(n) substeps, each requiring Θ(m) work (n vertices and m edges).

Building on the success of Δ-stepping, this paper describes RADIUS-Stepping, an algorithm with one of the best-known tradeoffs between work and depth bounds for SSSP with nearly-linear (O(m)) work. The algorithm is a Δ-stepping-like algorithm but uses a variable instead of a fixed-size increase in radii, allowing us to prove a bound on the number of steps. In particular, by using what we define as a vertex k-radius, each step takes at most k + 2 substeps. Furthermore, we define a (k, ρ)-graph property and show that if an undirected graph has this property, then the number of steps can be bounded by O(n/ρ · log pL), for a total of O(kn/ρ · log pL) substeps, each parallel. We describe how to preprocess a graph to have this property. Altogether, for an arbitrary input graph with n vertices and m edges, RADIUS-Stepping, after preprocessing, takes O((m + nρ) log n) work and O(n/ρ · log n log(pL)) depth per source. The preprocessing step takes O(m log n + nρ²) work and O(ρ log p) depth, adding no more than O(np) edges.

1. INTRODUCTION
The single-source shortest path problem (SSSP) is a fundamental graph problem that is extremely well-studied and has numerous practical and theoretical applications. For a weighted graph G = (V, E, w) with n = |V| vertices and m = |E| edges, and a source vertex s ∈ V, the SSSP problem with nonnegative edge weights is to find the shortest (i.e., minimum weight) path from s to every v ∈ V, according to the weight function w : E → R+, which assigns to every edge a real-valued nonnegative weight ("distance"). We assume without loss of generality that the lightest nonzero edge has weight 1, i.e., min_{w(e)≥0} w(e) = 1. Throughout, we let L = max_{e} w(e) denote the heaviest edge in the graph.

In the sequential setting, Dijkstra’s algorithm [8] implemented with the Fibonacci heap [10] solves this problem in O(m + n log n) time. This is the best theoretical running time for general nonnegative edge weights although faster algorithms exist for certain special cases. Thorup [27], for example, gives an O(m + n)-time algorithm for undirected graphs when the edge weights are positive integers.

In the parallel setting, the holy grail of parallel SSSP is an algorithm with Dijkstra’s work bound (i.e., work efficient) that runs in small depth. Although tens of algorithms for the problem have been proposed over the last several decades, none of the existing algorithms that take the same amount of work as Dijkstra’s have polylogarithmic or even o(n) depth. This has led Karp and Ramachandran to coin the term transitive closure bottleneck [15].

Apart from the theoretical quest for a polylogarithmic-depth, work-efficient algorithm, one could aim for an algorithm with a high degree of parallelism (Ω = W/D) that is work efficient or nearly work-efficient. From a performance standpoint, both factors are important because work efficiency is a prerequisite for the algorithm to quickly gain speedups over the sequential algorithm, and the parallelism factor Ω indicates how well it will scale with processors.

This observation has fueled the design of SSSP algorithms with substantial parallelism that are nearly work-efficient. Spencer [26] shows that SSSP can be solved in O(n/ρ · log n log(pL)) depth and O((nρ² log n + mρ) log(npL)) work, using limited path-doubling to determine the shortest-path distances to about ρ vertices in each round. Later, by precomputing about ρ closest neighbors of every vertex, Shi and Spencer [25] solve SSSP in O(n/ρ · log n) depth, and O(nρ² log n log ρ + m log n) or O((nρ³ + mρ) log n) work; the preprocessing takes O(nρ² log n log ρ + m) work and O(n log n log ρ) depth. We further discuss these results, as well as other related algorithms, in Section 6.

On the empirical side, the Δ-stepping algorithm of Meyer and Sanders [19] works well on many kinds of graphs. The algorithm has been analyzed for random graphs, but no theoretical guarantees are known for the general case. Δ-stepping is a hybrid of Dijkstra’s algorithm and the Bellman-Ford algorithm. It determines the correct distances from x in increments of Δ, settling in step i all the vertices whose shortest-path distances are between Δi and (i + 1)Δ. Within each step, the algorithm resorts to running Bellman-Ford as substeps to determine the distances to such vertices. Altogether, the algorithm performs up to a total of LK/Δ rounds of substeps, where K is the shortest-path distance to the farthest vertex from x.
Our Contributions

In this paper, we investigate the single-source shortest-path problem for weighted, undirected graphs. We begin by introducing the notion of a \((k, \rho)\)-graph to capture structural properties that enable computing SSSP in a few parallel steps. Informally, a \((k, \rho)\)-graph is a graph in which every vertex can reach its \(\rho\) closest vertices within \(k\) hops. Based on this notion, our main results are as follows:

**Theorem 1.1 (Shortest Path).** There is an algorithm, **Radius-Stepping**, that on input a \((k, \rho)\)-graph with \(m\) edges and \(n\) vertices and a source vertex, computes the shortest path to every vertex in \(O(km \log n)\) work and \(O(kn/\rho \cdot \log \log (\rho L))\) depth.

However, not all graphs are \((k, \rho)\)-graphs as given. We prove that by adding a small number of extra edges ("shortcuts"), every graph can be turned into a \((1, \rho)\)-graph at a modest cost:

**Theorem 1.2 (Preprocessing).** There is an algorithm that on input an undirected, weighted graph \(G\) with \(n\) vertices and \(m\) edges, computes a \((1, \rho)\)-graph out of \(G\) in \(O(m \log n + \rho n^2)\) work and \(O(\rho \log \rho)\) depth by adding at most \(\rho n^2\) extra edges.

Together, this means that given as input an arbitrary undirected, weighted graph with \(n\) vertices and \(m\) edges, we can make it a \((1, \rho)\)-graph in \(O(m \log n + \rho n^2)\) work and \(O(\rho \log \rho)\) depth. The graph then has \(m' = m + \rho n^2\) edges, whose weight is at most \(\rho L\) each. Hence, after preprocessing, the shortest path from any given source can be computed in \(O((m + \rho n) \log n)\) work and \(O(n/\rho \cdot \log \log (\rho L))\) depth.

Compared to a standard Dijkstra’s implementation, the algorithm, excluding preprocessing, is work-efficient up to a \(\log n\) factor. Using \(\rho = \text{polylog}(n)\), the algorithm offers at least polylogarithmic parallelism. Using \(\rho = \Omega(n^\varepsilon)\), the algorithm has sublinear depth. As far as we know, this is one of the best tradeoffs between work and depth for the problem and has the potential to perform better on real graphs than what the theoretical bounds suggest.

In broad strokes, our algorithm **Radius-Stepping** (Section 3) can be seen as a hybrid variant of \(\Delta\)-stepping and Spencer’s algorithm, though simpler. It also bears some similarity to Shi and Spencer’s algorithm but is again simpler. Like \(\Delta\)-stepping, it performs Dijkstra’s-like steps in the outer loop, finding and settling multiple vertices at a time using (restricted) Bellman-Ford as substeps. Unlike \(\Delta\)-stepping, however, the algorithm judiciously picks a new step size (\(\Delta\)) every time. The step size is chosen so that, like in Spencer’s algorithm, \(\rho\) new vertices are settled in every step, or otherwise it doubles the distance explored. Yet, unlike Spencer’s algorithm, **Radius-Stepping** does not perform path doubling in every iteration, leading to a conceptually simpler algorithm with fewer moving parts. Ultimately, the steps of **Radius-Stepping** mirror Dijkstra’s execution steps, and the only invariant necessary is a natural generalization of Dijkstra’s invariant.

Provided that the input is a \((k, \rho)\)-graph, **Radius-Stepping** runs in \(O(\frac{n}{\rho} \log (\rho L))\) steps, each running up to \(O(k)\) substeps, leading to the bounds in Theorem 1.1. For unweighted graphs, it only takes \(O(k(m + n))\) work and \(O(\frac{n}{\rho} \log \rho \log^k \rho)\) depth.

As not all graphs are \((k, \rho)\)-graphs as given, Section 4 describes preprocessing strategies to make a graph a \((k, \rho)\)-graph. They involve running restricted Dijkstra’s to discover the \(\rho\)-closest vertices for all vertices in parallel. To derive a \((1, \rho)\)-graph, the preprocessing step effectively adds up to \(\rho n^2\) shortcut edges to the input graph. The number of shortcut edges can be reduced if we use a larger \(\rho\). Although this saves some memory, **Radius-Stepping** will have to do slightly more work when computing the shortest paths. For \(k > 1\), it is less trivial to generate a \((k, \rho)\)-graph that adds only a small number of edges. We present some heuristics in Section 4 and empirically study their quality in Section 5.

Our experiments study the number of edges added by preprocessing and the number of steps taken by **Radius-Stepping**. This is a good proxy for measuring the depth of the algorithm experimentally. The results confirm our theory: the number of steps taken (that is, roughly the depth) is inversely proportional to \(\rho\) for both the weighted and unweighted cases. They further show that with an appropriate heuristic (such as the dynamic programming heuristic from Section 4.2) and choice of parameters, preprocessing will add a reasonably small number of edges (at most \(O(m)\)), thereby increasing the total work by at most a constant.

2. PRELIMINARIES

Let \(G = (V, E, w)\) be an undirected, simple, weighted graph. We assume without loss of generality that \(G\) is a connected, simple graph (i.e., no self-loops nor parallel edges). For \(S \subseteq V\), define \(N(S) = \{v \mid (u, v) \in E\}\) to be the **neighbor set** of \(S\). During the execution of standard breath-first search (BFS) or Dijkstra’s algorithm, the **frontier** is the neighbor set of all visited vertices. Let \(d(u, v)\) denote the shortest-path distance in \(G\) between two vertices \(u\) and \(v\). The **enclosed ball** of a vertex \(u\) is \(B(u, r) = \{v \in V \mid d(u, v) \leq r\}\).

A **shortest-path tree** rooted at vertex \(u\) is a spanning tree \(T\) of \(G\) (a subtree if disconnected) such that the path distance from the root \(u\) to any other vertex \(v \in T\) is the shortest-path distance from \(u\) to \(v\) in \(G\). A graph is **unweighted** if \(w(e) = 1\) for all \(e \in E\) (so \(L = 1\)).

We assume the standard PRAM model that allows for concurrent reads and writes, and analyze the performance of our parallel algorithms in terms of work and depth [14], where **work** is equal to the total number of operations performed and depth (span) \(D\) is equal to the longest sequence of dependent operations. Nonetheless, all of our algorithms can also be implemented on machines with exclusive writes. An algorithm is **work efficient** if it does the same amount of work as the best sequential counterpart, up to constants.

Consider two ordered sets \(A\) and \(B\) stored in balanced BSTs with \(|A| \leq |B|\). Recent research work shows that set union and set difference can be computed either in \(O(|A| \log |B|)\) work and \(O(|B|)\) depth [24, 22, 23], or in \(O(|A| \log |B|/\log \log |B|)\) work and \(O(|A| \log |B|)\) depth [3, 2]. For this paper, it suffices that both set operations take \(O(|A| \log |B|)\) work and \(O(|B|)\) depth. Also, to split a tree \(A\) by a certain key costs \(O(|A|)\) work and depth [2].

Finally, we need a few definitions for our algorithms:

**Definition 1** (Hop Distance). Let \(d(u, v)\) be the number of edges on the shortest (weighted) path between \(u\) and \(v\) that uses the fewest edges.

**Definition 2** (\(k\)-radius). For \(u \in V\), the \(k\)-radius of \(u\), denoted by \(r_k(u)\), is \(\min_{v \in V, d(u,v) \geq k} d(u, v)\)—that is, the closest distance to \(u\) which is more than \(k\) hops away.

The \(k\)-radii of vertices are widely used in our algorithm analysis. However, computing them can be costly, so instead, we provide the concepts of \(\rho\)-nearest distance and \((k, \rho)\)-graph, and our algorithm is based on both the \(k\)-radius and \(\rho\)-nearest distance of each vertex.

**Definition 3** (\(\rho\)-nearest distance). For \(v \in V\), the \(\rho\)-nearest distance of \(v\), denoted by \(r_\rho(v)\), is the distance from \(v\) to the \(\rho\)-th closest vertex to \(v\).
Algorithm 1: The Radius-Stepping Algorithm.

Input: A graph \( G = (V, E, w) \), vertex radii \( r(\cdot) \), and a source vertex \( s \).

Output: The graph distances \( \delta(\cdot) \) from \( s \).

1. \( \delta(\cdot) \leftarrow +\infty \), \( \delta(s) \leftarrow 0 \)
2. foreach \( v \in N(s) \) do \( \delta(v) \leftarrow w(s, v) \), \( S_0 \leftarrow \{s\} \), \( i \leftarrow 1 \)
3. while \( |S_{i-1}| < |V| \) do
4. \( d_i \leftarrow \min_{v \in V \setminus S_{i-1}} \{\delta(v) + r(v)\} \)
5. repeat
6. \( \text{foreach } u \in V \setminus S_{i-1} \text{ s.t. } \delta(u) \leq d_i \) do
7. \( \text{foreach } v \in N(u) \setminus S_{i-1} \) do
8. \( \delta(v) \leftarrow \min(\delta(v), \delta(u) + w(u, v)) \)
9. until no \( \delta(v) \leq d_i \) was updated
10. \( S_i = \{v | \delta(v) \leq d_i\} \)
11. \( i = i + 1 \)
12. return \( \delta(\cdot) \)

Figure 1: Illustration of a step of Radius-Stepping: For all vertices whose neighbors are within \( d_i \), we pick \( v_i \), the lead node in the \( i \)-th step, that minimizes the tentative distance plus the vertex radius of this vertex. The step distance \( d_i \) is set to \( \delta(v_i) + r(v_i) \).

Definition 4 ((\( k, \rho \))-ball and \((k, \rho)\)-graph). We say that a vertex \( v \in V \) has a \((k, \rho)\)-ball if \( r_{\rho}(v) \leq \bar{r}_k(v) \). A graph is a \((k, \rho)\)-graph if each vertex in the graph forms a \((k, \rho)\)-ball.

The following lemma then follows directly from these definitions:

Lemma 2.1. For a graph \( G \), if we let \( r(v) = r_{\rho}(v) \) for all \( v \in V \) and \( G \) is a \((k, \rho)\)-graph, then \( r(v) \leq \bar{r}_k(v) \) and \( |B(v, r(v))| \geq \rho \).

3. THE RADIUS-STEPPING ALGORITHM

This section describes our algorithm for parallel SSSP called Radius-Stepping and discusses its performance analysis. We begin with a high-level description, which we analyze for the number of steps. Following that, we give a detailed implementation, which we analyze for work and depth.

The Radius-Stepping algorithm is presented in Algorithm 1. At a high level, it works as follows: The input to the algorithm is a weighted, undirected graph, a source vertex, and a target radius value for every vertex, given as a function \( r : V \rightarrow \mathbb{R}_+ \). In the algorithm we use \( \delta(\cdot) \) to denote the tentative distance. The algorithm has the same basic structure as the \( \Delta \)-stepping algorithm; both are effectively a hybrid of Dijkstra’s algorithm and the Bellman-Ford algorithm. Like Dijkstra’s algorithm, they visit vertices in increasing distance from the source \( s \), setting each vertex \( v \)—i.e., determining its correct distance \( d(s, v) \). However, instead of visiting one vertex at a time, the algorithms visit vertices in steps (the while loop in Line 5–11). In each step \( i \), Radius-Stepping increments the radius centered at \( s \) from \( d_{i-1} \) to \( d_i \), and settles all vertices \( v \) in the annulus \( d_{i-1} < d(s, v) \leq d_i \). This is illustrated in Figure 1.

Settling these vertices involves multiple substeps (the do loop in Lines 5–9) of what is effectively Bellman-Ford’s algorithm. Each substep is easily parallelized. In \( \Delta \)-stepping, the step distance \( d_{i-1} + \Delta \) increases the radius by a fixed amount on each step. This can require \( \Theta(n) \) substeps in the worst case, which is not efficient since each substep will process the same set of vertices and their edges. In the worst case, it could take \( O(nm) \) work.

In the Radius-Stepping algorithm, a new step distance \( d_i \) is decided on each step with the goal of bounding the number of substeps. The algorithm takes a radius \( r(v) \) for each vertex and selects a \( d_i \) on step \( i \) by taking the minimum of \( \delta(v) + r(v) \) over all \( v \) in the frontier (Line 4). Lines 5–9 then run the Bellman-Ford substeps until all vertices with radius less than \( d_i \) are settled. Vertices within \( d_i \) are then added to the visited set \( S_i \).

The algorithm is correct for any radii \( r(\cdot) \), but by setting it appropriately, it can be used to control the number of substeps per step and the number of steps. If \( r(v) = 0 \), then the algorithm is effectively Dijkstra’s, and the inner step is run only once. It may, however, visit multiple vertices with the same distance. If \( r(v) = \infty \), then the algorithm is effectively the Bellman-Ford algorithm, and the substeps will run until all vertices are settled, and hence there will be a single step. If \( r(v) = \Delta \), then the algorithm is almost \( \Delta \)-stepping, but not quite since \( \Delta \) is added to the distance of the nearest frontier vertex instead of to \( d_{i-1} \).

In this paper, we aim to set \( r(v) \) to be close, but no more, than the \( k \)-radius \( \bar{r}_k(v) \). By making \( r(v) \) no more than the \( k \)-radius, it guarantees that the algorithm will run at most \( (k + 2) \) Bellman-Ford substeps. For our theoretical bounds, we set \( k = 1 \) so the algorithm only does constant substeps.

In addition to bounding the number of substeps, we want to bound the number of steps. To do this, we can make use of properties of the input graph. In particular, if every vertex \( v \) has \( \rho \) vertices that are within a distance \( r(v) \), i.e., \( r_p(v) \leq r(v) \) (indicating \( |B(v, r(v))| \geq \rho \)), then we can bound the number of steps by \( O\left( \frac{L}{\rho} \log(\rho L) \right) \), where \( L \) is the longest edge in the graph.

Theorem 3.1 (Correctness). After the \( i \)-th step of Radius-Stepping, each vertex \( v \) with \( d_{i-1} < d(s, v) \leq d_i \) will have \( \delta(v) = d(s, v) \) and will be included in \( S_i \).

Correctness of the algorithm is straightforward since it is essentially the \( \Delta \)-stepping algorithm with a variable step size: At the end of the inner loop, all vertices within the step distance are settled, and all of their direct neighbors are relaxed.

To analyze the parallelism of this algorithm, we observe that the inner-most loops for each Bellman-Ford step (Lines 6 and 7) are readily parallelizable, so the longest chain of dependencies (i.e., the depth) is bounded by the number of steps (Line 5) and substeps (Line 5), as given below:

Theorem 3.2 (The number of substeps). The repeat-until loop (Lines 5–9) runs at most \( k + 2 \) times provided that \( r(v) \leq \bar{r}_k(v) \) for all \( v \in V \).

Theorem 3.3 (The number of steps). The while loop (Lines 5–11) requires no more than

\[
\left\lfloor \frac{n}{\rho} \right\rfloor \left( 1 + \log_2 \rho L \right) = O\left( \frac{n}{\rho} \log(\rho L) \right)
\]

steps provided that \( r_p(v) \leq r(v) \) for all \( v \in V \).
We prove these theorems in Sections 3.1 and 3.2 that follow, and give implementation details of the algorithm in Section 3.3.

In the following analysis, we define the **lead node** in step $i$ as the vertex $v$ that attains $d_i$ in Line 4 and denote it by $v_i$.

### 3.1 Number of Substeps

Let $k$ be such that $r(v) \leq r_k(v)$ for all $v \in V$. To bound the number of substeps, we use the fact that vertices with distances no more than the step distance in the previous step $(d_{i-1})$ are all correctly computed, as given by Theorem 3.1. Observe that their neighbors are also relaxed, since the distances to none of these vertices are updated in the last substep of the previous step (the termination condition in Line 9).

**Lemma 3.4.** For a vertex $v \in V$, if $d_{i-1} < d(s, v) \leq d_i$, then its distance is correctly computed after $k + 1$ substeps of the $i$-th step, i.e., $\delta(v) = d(s, v)$.

**Proof.** Consider the shortest path from $s$ to $v$ that uses the fewest hops. Let $u$ be the first vertex on this path with distance larger than $d_{i-1}$. By Theorem 3.1, we have that $\delta(u)$ is relaxed to $d(s, u)$ at the end of the $(i-1)$-th step.

Now we prove that $v$ must be within $(k+1)$ hops from $u$. Assume to the contrary that the hop distance $\hat{d}(u, v) > k + 1$. Let $v'$ be the vertex on the shortest path from $s$ to $v$ which appears right before $v$, then $\hat{d}(u, v') < \hat{d}(u, v) \leq d_i - \delta(u) \leq r(u) \leq \hat{r}_k(u)$, which contradicts the condition that $\hat{d}(u, v') = \hat{d}(u, v) > k$ (the definition of $k$-radius $\hat{r}_k(u)$ prevents this from happening). Hence, we have $\hat{d}(u, v) \leq k + 1$, and the distance of $v$ can be computed within $k + 1$ substeps along the shortest path from $u$ to $v$. □

By Lemma 3.4, all vertices with distances no more than $d_i$ can be computed within $k + 1$ substeps. We need an extra substep to relax all of their direct neighbors, and to ensure no $\delta(v) \leq d_i$ was updated. This proves Theorem 3.2.

### 3.2 Number of Steps

Let $\rho > 0$ be such that the condition $r(v) \geq r_\rho(v)$ (or $B(v, r(v)) \geq \rho$) holds for all $v \in V$. We prove Theorem 3.3 by showing the following lemma:

**Lemma 3.5.** In any $t = 1 + \lceil \log_2 \rho L \rceil$ consecutive steps, except possibly in the last step of the algorithm, we have $|S_{i+1} - S_i| \geq \rho$.

The lemma says that **radius-stepping** will visit at least $\rho$ vertices in any $t = 1 + \lceil \log_2 \rho L \rceil$ consecutive steps, except perhaps in the last one. Hence, all vertices will be visited in no more than $n/r = \lceil n/\rho \rceil (1 + \lceil \log_2 \rho L \rceil)$ steps.

To prove this lemma, we show that in a step $j$, $i < j < i + t$, either $\rho$ vertices have already been visited in the step (i.e., $|S_{j+1} - S_i| \geq \rho$), or the difference in the step distance doubles (i.e., $d_j - d_i \geq 2(d_{j-1} - d_i)$). In the latter case, if that happens for $t$ consecutive steps, then $d_j - d_i \geq 2^{t-1} > \rho L$, which has at least $\rho$ nodes in this range. We begin the proof by showing some basic facts about the algorithm: The lemma below shows a property of the enclosed ball of the lead node $v_j$.

**Lemma 3.6.** Let $i < j$. For a lead node $v_j$, if $r(v_j) < d(s, v_j) - d_i$, then $B(v_j, r(v_j)) \subseteq (S_j - S_i)$.

**Proof.** Consider a vertex $v \in B(v_j, r(v_j))$. First, $v$ cannot be visited after the $j$-th step, since $d(s, v) \leq d(s, v_j) + d(v_j, v) \leq \delta(v_j) + r(v_j) = d_j$. Similarly, $v$ cannot be visited in the first $i$ steps since $d(s, v) \geq d(s, v_j) - d(v_j, v) > d_i + r(v_j) - d(v_j, v) \geq d_i$.

The next property states that starting from the $i$-th step, either we reach $\rho$ vertices, or the distance we explore in each step doubles.

**Lemma 3.7.** Let $i$ be given. If $|B(v_j, r(v_j))| \geq \rho$, then $\forall j > i$, either $|S_j - S_i| \geq \rho$, or $d_j - d_i \geq 2(d_{j-1} - d_i) \geq 2^{t-i-1}$.

**Proof.** Lemma 3.6 already shows that if $r(v_j) < d(s, v_j) - d_i$ then we have $|S_j - S_i| \geq |B(v_j, r(v_j))| \geq \rho$. Otherwise, since $\delta(v_j) \geq d(s, v_j)$,

$$d_j - d_i = \delta(v_j) + r(v_j) - d_i \geq d(s, v_j) + (d(s, v_j) - d_i) - d_i = 2(d(s, v_j) - d_i) \geq 2(d_{j-1} - d_i),$$

where the last step used the fact that $d(s, v_j) \geq d_{j-1}$ (Line 4). Since the minimum edge weight is 1, we have that $d_{j+1} - d_j \geq 1$ and further that $d_{j+1} - d_j \geq 2^{t-i-1}$. □

With Lemma 3.7, we now prove Lemma 3.5, which is equivalent to proving Theorem 3.3.

**Proof of Lemma 3.5.** If $|B(v_j, r(v_j))| \geq \rho$ and $|S_{i+1} - S_i| < \rho$, then based on Lemma 3.7, $d_{i+1} - d_i \geq 2^{t-i} \geq \rho L$. Consider the node $u^* = \arg\min_{v \in V \setminus S_i} d(s, u)$. Let $\{u_1 = s, u_2, \ldots, u_k = u^*\}$ be the ancestors to reach $u^*$ on the shortest-path tree. From the definition of $u^*$ we have $\{u_1 = s, u_2, \ldots, u_{k-1}\} \subseteq S_{i+1}$. Meanwhile, since the longest edge in $G$ has edge weight $L$, for any $j$ that $k - \rho \leq j \leq k - 1$, the shortest-path distance to $u_j$ satisfies $d(s, u_j) \geq d(s, u^*) - (k-j)L \geq d(s, u^*) - \rho L \geq d_{i+1} - \rho L \geq d_i$, which means $u_j \notin S_i$. Therefore, $\{u_{k-\rho}, u_{k-\rho+1}, \ldots, u_{k-1}\} \subseteq S_{i+1} - S_i$, and $|S_{i+1} - S_i| \geq \rho$. □

### 3.3 Work and Depth

We now analyze the work and depth of **radius-stepping**. Algorithm 1 is a high-level description, and an efficient implementation with priority queues is shown in Algorithm 2. Throughout the complexity analysis, we assume $r_\rho(v) \leq r(v) \leq r_k(v)$ for all $v \in V$ (we show how to prepare the graph to guarantee this property in the next section).

There are mainly two steps in Algorithm 1 that are costly and require efficient solutions: the calculation of the step distance $d_i$ (Line 4) and the discovery of all unvisited vertices with tentative distances less than $d_i$ (Line 6).

To efficiently support these two types of queries, we use two ordered sets $Q$ and $R$, implemented as balanced binary search trees (BSTs) to store the tentative distance $\delta(u)$ for each unvisited vertex and the tentative distance plus the vertex radius $\delta(u) + r(u)$. With these BSTs, the selection of step distance corresponds to finding the minimum in the tree $R$, and picking vertices within a certain distance is a split operation on the BST $Q$. Both operations require $O(\log n)$ work.

Let $A_j$ be the **active set** that contains the elements visited in the $j$-th step (all vertices $u$ in line 6 in Algorithm 1). This can be computed by splitting the BST $Q$ (Line 7 in Algorithm 2). To maintain the priority queues sequentially, we relax all neighbors of vertices in $A_j$ for $k + 2$ substeps. Other than updating the tentative distance, we update each neighbor vertex (referred to as $v$) as follows:

1. if the previous distance of $v$ is already no more than $d_i$, $v$ is already removed from $Q$ and $R$ earlier in this step, so we do nothing;
2. if the previous distance is larger than $d_i$ while the updated value is no more than $d_i$, we remove $v$ from $Q$ and $R$, and add $v$ to the active set $A_{j+1}$;
3. if the updated distance is still larger than $d_i$, we decrease the keys corresponding to $v$ in $Q$ and $R$. 

It can be checked that the efficient implementation with BSTs $Q$ and $R$ (Algorithm 2) visits the same vertices in each step as Algorithm 1 and hence computes the shortest-path distances correctly.

The key step to parallelize Algorithm 2 is to handle the inner loop (Line 9), which can be separated into two parts: (1) update the tentative distances and (2) update the BSTs. We process these two steps in turn. To update the tentative distances, we just use priority-write ($\text{WRTMin}$) to relax the other endpoints for all edges that have endpoints in $A_i$. After all tentative distances are updated, each edge checks whether the relaxation (priority-write) is successful. If successful, the edge will own this vertex (called $u$), and create a BST node that contains a pair of keys (lexicographical ordering): the current tentative distance of $u$ as the first key, and the vertex label of $u$ as the second key. Then, we create a BST that contains all these nodes using standard parallel packing and sorting process. With this BST, we first apply set difference to remove out-of-date keys in $Q$, then we split this BST into two parts by $d_i$, and union each part separately with $A_i$ and $Q$. It is easy to see that in this parallel version, we apply asymptotically the same number of operations to $Q$ compared to the sequential version. We can maintain $R$ in a similar way.

Let us now analyze the work and depth of the parallel version. Each vertex is in the active set in only one step, so each of its neighbors is relaxed $k + 2$ times, once in each substep. In the worst case (all the relaxation succeeded), there are $O(m)$ updates for $Q$ and $R$; each can be done for no more than $O(k)$ times when $r(v) \leq \tilde{r}_k(v)$.

Suppose there are $t$ steps and the number of updates in step $i$ is $a_i$. Then, we have $\sum_{i=1}^{t} a_i = m$, and $t = O(\frac{n}{\rho} \log pL)$ as $r_p(v) \leq r(v)$. The work and depth for set difference and union are $O(p \log q) + (\log q)$ for two sets with size $p$ and $q$, $q \geq p$. The overall work $W$ for all set operations is no more than $\sum_{i=1}^{t} a_i \cdot k \log n = O(km \log n)$. The depth $D$ is no larger than

$$O\left(\sum_{i=1}^{t} k \log n\right) = O\left(\frac{k n}{\rho} \log pL \log n\right)$$

All other steps in Algorithm 2 are dominated by the cost to maintain the BSTs. The total work and depth can be summarized in the following lemma.

**Lemma 3.8.** Assuming $r_p(v) \leq r(v) \leq \tilde{r}_k(v)$ for all $v \in V$, the Radius-Stepping algorithm computes single-source shortest paths in $O(km \log n)$ work and $O\left(\frac{k n}{\rho} \log pL \log n\right)$ depth.

### 3.4 Unweighted Cases

The implementation we just discussed also works on unweighted graphs. But the performance can be further improved in this case. A special property of the unweighted case is that all vertices in the frontier have the same tentative distances. This means that we do not need search trees or priority queues to maintain the ordering. Hence, a similar approach to parallel BFS can be directly used here, and each step takes $O(n')$ work and $O(\log^4 n')$ depth on the CRCW PRAM model\(^2\) where $n'$ is the number of vertices and their associated edges in each step. The additional step to compute the step distance uses one priority-write. Because of concavity, the worst case appears when $n'$ is the same in every step.

**Lemma 3.9.** The Radius-Stepping algorithm computes single-source shortest paths on unweighted graph in $O(m + n)$ work and $O(n/p \cdot \log p \log^2 \rho)$ depth.

\(^2\)The bound changes with different models, and a more practical solution is to use semisort [12].

### 4. SHORTCUTS AND PREPROCESSING

This section describes how to prepare an arbitrary undirected graph so that Radius-Stepping can run efficiently afterward. As shown earlier, the cost of Radius-Stepping is a function of $k$ and $\rho$, provided that the input to the algorithm is a $(k, \rho)$-graph. But not every graph as given meets this condition with $k$ and $\rho$ that one desires. Our aim here is to prepare the input graph by adding a small number of edges (shortcuts) to satisfy the condition for $k$ and $\rho$ that the user chooses. The process will also generate an appropriate vertex radius $r(v)$ for every $v \in V$.

Any graph can be turned into a $(k, \rho)$-graph by adding up to $np$ edges (put shortcut edges from every vertex to its $p$-nearest vertices). For $k = 1$, this strategy adds the minimum number of edges possible. For $k > 1$, however, one can usually do better. Below, we discuss efficient preprocessing strategies and their cost.

#### 4.1 Heuristics for $(1, \rho)$-graph

The simplest case of a $(k, \rho)$-graph is $k = 1$. In this case, we have to ensure that every vertex is a $(1, \rho)$-ball, so all the $p$-closest vertices from a vertex $u$ are added to $u$’s neighbor list with edge weight $d(u \cdot v)$. To do so for all the vertices, we can, in parallel, start $n$ Dijkstra’s execution (or BFS for unweighted graphs) and compute the $p$-closest vertices in each run.

**Lemma 4.1.** Given a graph $G$, generating $(1, \rho)$-balls for all vertices takes $O(m \log n + np^2)$ work and $O(p \log \rho)$ depth.

Proof. Initially, we sort all edges from each vertex by their weights, requiring $O(m \log n)$ work and $O(\log n)$ depth. This can be skipped if the edges are presorted or the graph is unweighted. Then, run parallel Dijkstra’s [4] from each vertex for $p$ rounds. For each vertex, we only consider the lightest $\rho$ edges as only these edges may be needed to reach the $p$-closest vertices. So, the search from each vertex explores no more than $p^2$ edges ($p^2$ Decrease-Keys in the Fibonacci Heap) and visits $p$ vertices ($p$ Delete-Mins in the
Fibonacci Heap), leading to $O(p^2)$ work for each source node—or in total, $O(p \log p)$ depth and $O(np^2)$ work.

We can then add $p$ shortcut edges from the source to all these vertices. When the algorithm stops in the $p$-th round, we also have the value of $r_p(v)$, the distance from the source to the $p$-th nearest neighbor. Clearly, we have $r_p(v) \leq f_1(v)$ at this time. □

For the unweighted case, a parallel BFS from the source vertex to reach $p$-nearest neighbors takes $O(p^2)$ work and $O(p \log p)$ depth.

Combining Lemmas 4.1, 2.1, and 3.9 proves the main theorems. Notice that after preprocessing, the graph now has $O(m + np)$ edges.

It is worth mentioning that even when the given graph is unweighted and sparse, we may still need to look at $O(p^2)$ edges to reach $p$ vertices. We give an example of a carefully-constructed graph with that behavior in Figure 2. If $d = \lfloor p/3 \rfloor - 1$, then the BFS search from any vertex has to visit $O(p^2)$ edges to reach $p > 3d$ vertices. However, Section 5.3 shows empirically that this scenario is not common in real-world graphs. Furthermore, if the input graph has constant-bounded degrees, the work for this step is $O(np)$.

4.2 Heuristics for $(k, p)$-graphs

The construction of a $(1, p)$-graph can add up to $np$ extra edges, potentially too many to be useful for many graphs in practice. Using a small $k > 1$ creates an opportunity to add fewer shortcut edges, by taking better advantage of the original edges.

To construct a $(k, p)$-graph, we will still run the algorithm in Lemma 4.1. But for each vertex $s$, instead of adding a shortcut edge for each of the $p$ closest vertices, we derive a shortest-path tree $T_s$ (at no additional cost) from $s$ that reaches out to its $p$ nearest vertices. We then work with these trees with the goal of adding as few edges as possible while ensuring that every $v \in V(T_s)$ can be reached within $k$ hops using the combination of the original edges and the added edges $E'$. We propose two heuristics below, both relying on the following claim, which shows that from the perspective of a single source vertex, the most beneficial shortcut edge goes directly from the source itself. The proof is straightforward and is omitted.

Claim 4.2. Let $s$ be a source vertex. A shortcut edge $(u, v)$, $u \neq s$, can be exchanged for $(s, v)$ with an appropriate weight without increasing the overall hop count.

Shortcut using Greedy: The greedy heuristic eliminates vertices that are more than $k$ hops away in $T_s$ by adding edges from $s$ to all $(kt + 1)$-th hop vertices for $t \in \mathbb{Z}_{\geq 0}$. It is simple and easy to implement, but may end up adding far too many edges. For example, consider a shortest-path tree that first forms a chain of length $k$ from the source, then the remaining $p-k-2$ vertices all lie in the $(k+1)$-st level. The greedy heuristic will shortcut to all these $p-k-2$ vertices, while we can only add one edge from the source to the node in the $k$-th layer to include all vertices in $k$ hops.

Shortcut using Dynamic Programming (DP): The DP heuristic solves a dynamic program that adds the optimal number of edges from the perspective of one vertex. Consider, among all shortest-path trees from $s$, one where for every $v \in T_s$, the path $s \rightarrow v$ on $T$ has the smallest hop count possible. The optimal number of edges needed for a certain node can be computed using the following dynamic program. Let $F(u, t)$ be the number of edges into the subtree of $T_s$ rooted at $u$ so that every node in the subtree is at most $k$ hops away from $s$ provided that parent$(u)$ is at $t$ hops away from $s$. Then, for all $u \neq s$, $F(u, t)$ is given by

$$
F(u, 0) = 0
$$

$$
F(u, t) = \begin{cases} 
1 + \sum_{w \in N^+(u)} F(w, 1) & \text{if } t = k \\
\min \left( 1 + \sum_{w \in N^+(u)} F(w, 1), \sum_{w \in N^+(u)} F(w, t+1) \right) & \text{if } t < k 
\end{cases}
$$

The number of edges needed in the end is $\sum_{u \in N^+(s)} F(u, 0)$. The actual edges to add can be traced from the recurrence. We note that this dynamic program can be solved in $O(kp)$ (as $|T_s| = p$) work and $O(p \log n)$ depth by resolving the recurrence bottom up. We apply this to all $n$ vertices in parallel, requiring $O(nkp)$ work and $O(p \log n)$ depth overall.

Note that although the dynamic programming solution gives an optimal solution for each shortest-path tree individually, the overall solution is not necessarily the global optimal. Adding globally smallest number of edges to construct $(k, p)$-ball appears to be much more involved. Yet, we show empirically in Section 5 that the dynamic programming (DP) heuristic performs very well on a wide variety of graphs—and even the greedy heuristic does well on well-structured graphs.

5. EXPERIMENTAL ANALYSIS

This section empirically investigates how the settings of $k$ and $p$, and the choice of shortcutting heuristics affect the number of shortcut edges added, as well as the number of steps RADIUS-STEPPING requires. These quantities provide insights into how a well-engineered implementation would perform in practice and how much parallelism RADIUS-STEPPING is able to derive.

5.1 Experiment Setup

We use graphs of various types from the SNAP datasets [18], including the road networks in Pennsylvania and Texas (real-world planer graphs) and the web graphs of the University of Notre Dame and Stanford University (real-world networks). In the case of web graphs, each edge represents a hyperlink between two web pages. We also use synthetic graphs of 2D and 3D grids (structured and unstructured grids). For each of the graphs used, the number of vertices and the number of edges are given in the table below.

<table>
<thead>
<tr>
<th>Graph</th>
<th># Vertices</th>
<th># Edges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Road map: Pennsylvania</td>
<td>1.09M</td>
<td>3.08M</td>
</tr>
<tr>
<td>Road map: Texas</td>
<td>1.39M</td>
<td>3.84M</td>
</tr>
<tr>
<td>Web graph: Notre Dame</td>
<td>325K</td>
<td>2.20M</td>
</tr>
<tr>
<td>Web graph: Stanford</td>
<td>281K</td>
<td>3.98M</td>
</tr>
<tr>
<td>Grid: 2D</td>
<td>1M</td>
<td>2.00M</td>
</tr>
<tr>
<td>Grid: 3D</td>
<td>1M</td>
<td>5.94M</td>
</tr>
</tbody>
</table>

In practical applications, such graphs are used both in the weighted and unweighted settings. In the weighted setting, for instance, the distances in road networks and grids can represent real distances, while the edge weights in network graphs (e.g., social networks) also have real-world meanings, such as the time required to pass a message between two users, or (the logarithm of) the probability
to pass a message. In our experiments, if a graph does not come equipped with weights, we assign to every edge a random integer between 1 and 10,000.

We construct \((k, \rho)\)-balls using the heuristics described in Section 4.2, except that the implementation has the following modifications: instead of breaking ties arbitrarily and taking exactly \(\rho\) neighbors, we continue until all vertices with distance \(r_p(\cdot)\) are visited. This has the same implementation complexity as the theoretical description but is more deterministic. Using this, our results are a pessimistic estimate of the original heuristics as more than \(\rho\) edges may be found for some sources. However, in all our experiments, we found the difference to be negligible in most instances.

To improve our confidence in the results, two of the authors have independently implemented and conducted the experiments, and arrived at the same results, even without introducing a tie-breaker.

5.2 The Number of Shortcut Edges

Of the heuristics in Section 4.2 for making a \((k, \rho)\)-graph, how many extra edges are generated by each heuristic? To answer this question, we use 3 representative graphs in our analysis: (1) road networks in Pennsylvania, (2) a webgraph of Stanford University, and (3) a synthetic 1000-by-1000 grid. All these graphs have about 1 million vertices, and between 2 and 3 million edges. We show experimental results for unweighted graphs since the performance of the heuristics is independent of edge weights.

Figure 3 shows the number of added edges in terms of the fraction of the original edges for \(k = 3\) as the value of \(\rho\) is varied between 10 and 1,000. More detailed results are given in Tables 8 and 9. Evidently, both heuristics achieve similar results on the road map and 2D grid. This is because road maps and grids are relatively regular, in fact almost planar. Thus, even naively shortcutting to the \((k+1)\)-hop performs well: for small \(k\), both heuristics add only a small number of edges. As \(k\) becomes larger, the gap between the greedy and the DP heuristic increases. When \(\rho\) reaches 1000, both DP and greedy add a large number of edges (more than 100x edges). This is because in road maps and grids, the degree of a vertex is usually a small constant, making the shortest-path tree deep.

On web graphs, which is less regular, DP only adds 4x the number of original edges even when \(\rho\) is as large as 1000 while greedy still adds 100x the original edges. This is because web graphs not only are far more irregular but also have a very skewed degree distribution. As a known scale-free network [1], it has some “super stars” (or more precisely, the “hubs”) in the network. In this case, the bad example in Section 4.2 occurs frequently when these hubs are not at the exact \((k+1)\)-th layer in the shortest-path tree, while the DP heuristic can discover the hubs accurately. This also explains the phenomena that only a few edges are added on web graphs by the DP heuristic even when \(\rho\) is large, since the hubs already significantly reduce the depth of the shortest path tree, and it only takes a few edges to shortcut to the hubs. This property holds for many kinds of real-world graphs such as social networks, airline networks, protein networks, and so on. In such graphs, a relatively optimal heuristic is necessary to construct the enclosed balls; a naïve method often has bad performance. As can be seen, the DP solution achieves satisfactory performance on web graphs, adding only about 10% more edges with \(k = 3\) and \(\rho = 100\).

5.3 The Number of Visited Edges

Theoretically, the preprocessing step has to examine \(O(\rho^2)\) edges per source vertex (Section 4.1). This bound is indeed tight even on sparse unweighted graphs (Figure 2). In practice, the number of visited edges tends to be much smaller: on all real-world graphs studied, we find that the number of visited edges appears proportional to \(\rho\) for \(\rho \leq 1000\).

For the unweighted case, our implementation of preprocessing is just a standard BFS, and it terminates as soon as \(\rho\) vertices are added to the visited set. For the weighted case, it is slightly more complex, and we use a BST to maintain the priority queue with size no more than \(\rho\). Then, a standard Dijkstra’s is run from every source node. Since the edges from each vertex are sorted by weights, if the current relaxed distance is larger than the \(\rho\)-th nearest node from the source (can be checked in \(O(1)\) cost), then we can skip all the remaining edges. Therefore, it is possible that even fewer edges are visited in the preprocessing for the weighted case, compared to the unweighted case on the same graph.

Tables 1 and 2 show the average number of edges visited from each source node divided by \(\rho\) for different unweighted graphs.

<table>
<thead>
<tr>
<th>(\rho)</th>
<th>Road Maps</th>
<th>Web Graphs</th>
<th>Grids</th>
</tr>
</thead>
<tbody>
<tr>
<td>Penn</td>
<td>Texas</td>
<td>Notre Dame</td>
<td>Stanford</td>
</tr>
<tr>
<td>10</td>
<td>1.47</td>
<td>1.47</td>
<td>1.06</td>
</tr>
<tr>
<td>20</td>
<td>1.72</td>
<td>1.71</td>
<td>1.10</td>
</tr>
<tr>
<td>50</td>
<td>1.99</td>
<td>1.96</td>
<td>1.20</td>
</tr>
<tr>
<td>100</td>
<td>2.16</td>
<td>2.12</td>
<td>1.29</td>
</tr>
<tr>
<td>200</td>
<td>2.29</td>
<td>2.24</td>
<td>1.35</td>
</tr>
<tr>
<td>500</td>
<td>2.43</td>
<td>2.38</td>
<td>1.34</td>
</tr>
<tr>
<td>1000</td>
<td>2.51</td>
<td>2.46</td>
<td>1.73</td>
</tr>
</tbody>
</table>

Table 1: The average number of edges visited from each source node divided by \(\rho\) for different unweighted graphs.

<table>
<thead>
<tr>
<th>(\rho)</th>
<th>Road Maps</th>
<th>Web Graphs</th>
<th>Grids</th>
</tr>
</thead>
<tbody>
<tr>
<td>Penn</td>
<td>Texas</td>
<td>Notre Dame</td>
<td>Stanford</td>
</tr>
<tr>
<td>10</td>
<td>1.69</td>
<td>1.68</td>
<td>1.49</td>
</tr>
<tr>
<td>20</td>
<td>2.01</td>
<td>1.99</td>
<td>1.80</td>
</tr>
<tr>
<td>50</td>
<td>2.31</td>
<td>2.28</td>
<td>2.29</td>
</tr>
<tr>
<td>100</td>
<td>2.47</td>
<td>2.44</td>
<td>2.67</td>
</tr>
<tr>
<td>200</td>
<td>2.59</td>
<td>2.55</td>
<td>2.99</td>
</tr>
<tr>
<td>500</td>
<td>2.69</td>
<td>2.66</td>
<td>3.41</td>
</tr>
<tr>
<td>1000</td>
<td>2.75</td>
<td>2.72</td>
<td>4.02</td>
</tr>
</tbody>
</table>

Table 2: The average number of edges visited from each source node divided by \(\rho\) for different weighted graphs.

5.4 The Number of Steps

How many steps does \textsc{Radius-Stepping} take for each setting of \(\rho\)? We ran our \textsc{Radius-Stepping} on both weighted and unweighted graphs and counted the number of steps as we change \(\rho\). Notice that the number of steps is independent of \(k\) and is only affected by \(\rho\). (The value of \(k\) only affects the number of substeps within a step.) We discuss the performance of our algorithm on all six graphs after preprocessing the graphs with the corresponding \(\rho\). Since the cost of SSSP potentially varies with the source and we cannot afford to try all possible sources, we take 1000 random sample sources for each graph. We use the same 1000 sources for all our experiments for both the weighted and unweighted cases. We report the arithmetic mean over the sampled sources.
Unweighted Graphs (BFS): Figure 4 shows, for the unweighted case, the average number of steps taken by Radius-Stepping as $\rho$ is varied. More results appear in Tables 3 and 4, which compare the number of steps taken by Radius-Stepping with that of a conventional BFS implementation. Several things are clear: on a log-log scale\(^3\), the trends are downward linear as $\rho$ increases except for the Notre Dame web graph (not completely regular but shows a similar trend). This suggests that the average number of steps is inversely proportional to $\rho$, which is consistent with our theoretical analysis.

The web graph has a relatively smoother slope. The reason is that once the “super stars” are included in the enclosed balls, which usually only need a few hops, then most of the vertices will be visited in a few steps (20–100 steps vs. 200–1,500 steps on the other graphs when $\rho = 1$). However, we will later see that in the weighted case, the performances on these graphs are even better than the other graphs. For the road maps and grids, the number of steps reduces steadily. Furthermore, the number of steps shown in the experiments is much less than the theoretical upper bound ($\frac{n}{\rho} \log \rho$) because most real-world graphs tend to have a hop radius that is much smaller than $n$.

On all the graphs studied, $\rho$ can be as small as 10 and already reduces the number of steps by 3x. When $\rho = 100$, the reduction is about 10x. As the results show, we can obtain more than 20x reduction when thousands of vertices are in the balls. This experimentally supports our theoretical analysis.

What should an unweighted graph look like so that Radius-Stepping can significantly reduce the steps after adding no more than $m$ edges? At first thought, the answer might be a grid or a road map with a large diameter, so that there is more space to be reduced. However, our experiments give the opposite answer: Radius-Stepping, in fact, performs better on web graphs with smaller diameters. On web graphs, Radius-Stepping can reduce the number of steps by 15x by adding no more than $m$ edges (choosing $\rho = 1000$ and $k = 3$), while on road maps and grids, a 5x reduction in steps requires 4m to 6m edges. Even though the number of steps reduces more steadily and quickly on road maps and grids with larger $\rho$, the number of added edges in turn increases more rapidly (100x times more edges added to achieve 20x reduction on the number of steps). On scale-free networks, however, Radius-Stepping improves standard BFS by more than 10x without adding many extra edges, and an efficient implementation of Radius-Stepping on these networks might be worthwhile in the future.

Weighted Graphs: Figure 5 shows, for the weighted case, the average number of steps taken by Radius-Stepping as $\rho$ is varied. More results appear in Tables 5 and 6, which compare the number of steps taken by Radius-Stepping to when $\rho = 1$. Notice that when $\rho = 1$, Radius-Stepping becomes essentially Dijkstra’s except vertices with the same distance are extracted together.

Similar to the unweighted case, the trends in Figure 5 are also nearly-linear, indicating an inverse-proportion relationship between the number of steps and the hop radius $\rho$.
the number of steps and \( \rho \), which is consistent with our theory. In the weighted case, however, we can visit much fewer vertices in each step than those in the unweighted case because most vertices have different distances to the source. Thus, Dijkstra’s algorithm (or when \( \rho = 1 \)) requires almost \( n \) steps to finish. As a result, considering the inverse-proportion relationship, even a small \( \rho \) can greatly reduce the number of steps. Indeed, the number of steps can reduce the number of steps in \( \text{Radius-Stepping} \) by about 1000x fewer steps on road maps and grids, and about 50–100x on the web graphs. When \( \rho = 100 \), we only need a few hundreds of steps on all graphs, which can already provide an upper bound (\( \mathcal{O}(\frac{\log q}{\rho}) \)) with \( L = 10^4 \) here. We also notice that the number of steps decreases much faster when \( \rho \) is small compared to larger values of \( \rho \).

The reduction in the number of steps is significant. Even \( \rho = 10 \) leads to about 1000x fewer steps on road maps and grids, and about 50–100x on the web graphs. When \( \rho = 100 \), we only need a few hundreds of steps on all graphs, which can already provide considerable parallelism. The number of steps further decreases to 20–80 when \( \rho = 1000 \). This provides some evidence that the algorithm has the potential to deliver substantial speedups when many more cores on a shared-memory machine are made available.

Another trend is that the reduction factors on the web graphs are always less than the other two types of graphs. The reason is that the web graphs are scale-free, and even when we do not use enclosed balls to traverse the graph, not many steps are required. The “hubs” substantially bring down the diameter of the graph. For example, Dijkstra’s algorithm itself when using \( \text{Radius-Stepping} \) is far fewer than the predicted theoretical upper bound (\( \mathcal{O}(\frac{\log q}{\rho}) \)) with \( L = 10^4 \) here. We also notice that the number of steps decreases much faster when \( \rho \) is small compared to larger values of \( \rho \).

### How to choose the parameters?

**What is the best combination of \( k \) and \( \rho \)?** The choice of \( k \) and \( \rho \) offers a tradeoff between the number of added edges (hence additional space and work) and the parallelism of the algorithm. In general, we do not want to increase the number of edges substantially; the total number of edges should be around \( \mathcal{O}(m) \). On every graph tested, \( k = 3 \) or 4 works reasonably well whereas \( \rho \) in the range 50–100 for weighted graph yields the best bang for the buck. A larger \( \rho \) can reduce the number of steps in \( \text{Radius-Stepping} \) but in turn, increases the preprocessing time and the number of edges.
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**What is the best combination of \( k \) and \( \rho \)?** The choice of \( k \) and \( \rho \) offers a tradeoff between the number of added edges (hence additional space and work) and the parallelism of the algorithm. In general, we do not want to increase the number of edges substantially; the total number of edges should be around \( \mathcal{O}(m) \). On every graph tested, \( k = 3 \) or 4 works reasonably well whereas \( \rho \) in the range 50–100 for weighted graph yields the best bang for the buck. A larger \( \rho \) can reduce the number of steps in \( \text{Radius-Stepping} \) but in turn, increases the preprocessing time and the number of edges.

### How to choose the parameters?

**What is the best combination of \( k \) and \( \rho \)?** The choice of \( k \) and \( \rho \) offers a tradeoff between the number of added edges (hence additional space and work) and the parallelism of the algorithm. In general, we do not want to increase the number of edges substantially; the total number of edges should be around \( \mathcal{O}(m) \). On every graph tested, \( k = 3 \) or 4 works reasonably well whereas \( \rho \) in the range 50–100 for weighted graph yields the best bang for the buck. A larger \( \rho \) can reduce the number of steps in \( \text{Radius-Stepping} \) but in turn, increases the preprocessing time and the number of edges.
required to be added. A larger \( k \) will reduce the number of added edges but at the same time, increases the number of visited edges, as well as the overall depth\(^4\).

On unweighted graphs, \textsc{Radius-Stepping} performs better on web graphs, but less efficient on grids and road maps. Finally, since preprocessing is only run once, if SSSP will be run from multiple sources, we suggest increasing \( p \) and decreasing \( k \): the cost for preprocessing is amortized over more sources.

### 6. PRIOR AND RELATED WORK

This section discusses prior results on parallel single-source shortest paths that are most relevant to ours (for a more comprehensive survey, see \cite{19} and the references therein). Throughout, we assume the input is an arbitrary undirected graph with \( n \) vertices and \( m \) nonnegative edges.

Some early algorithms achieve a high degree of parallelism (polylogarithm depth) but with substantially more work than Dijkstra’s algorithm. Using matrix multiplications over semirings, Han et al. \cite{13} gives an algorithm with \( O(n^{3/2}) \) depth and \( O(n^2 \log n \log n/\log n)^{3/2} \) work that, in fact, solves the all-pairs shortest-path problem. With randomization, this algorithm can be implemented in \( O(\log n) \) depth and \( O(n^2 \log n) \) work \cite{11}.

In another line of work, Driscoll et al. \cite{9}, refining the approach of Paige and Kruskal \cite{21}, present an \( O(n \log n) \)-depth algorithm with Dijkstra’s work bound. Later, Brodal et al. \cite{4} improve the depth to \( O(n) \); however, the algorithm needs \( O(m \log n) \) work. We summarize in Table 7 the cost bounds for exact SSSP algorithms that have subcubic work.

By allowing a slight increase in work in exchange for a better depth bound, many algorithms have been proposed. Ullman and Yannakakis \cite{29} describe a randomized parallel breadth-first search (BFS) that solves unweighted SSSP in \( O(m + n \rho) \) work and \( O(n/\rho) \). The algorithm works by performing limited searches from a number of locations and adding shortcut edges with appropriate distances to speed up later traversal. Extending this idea to weighted graphs, Klein and Subramanian \cite{17} derive an algorithm that runs in \( O(\sqrt{\pi \log L \log^2 n}) \) depth and \( O(m \sqrt{\pi \log L \log^2 n}) \) work. For undirected graphs, Cohen \cite{6} presents an algorithm with \( O(n/\rho \cdot \text{polylog}(n)) \) depth and \( O(n^2 \log L + m \rho^2) \) work. Shi and Spencer \cite{25} show an algorithm with \( O(n/\rho \cdot \log n) \) depth, and \( O(n^2 \rho^2 \log n \log \rho + m \log n) \) or \( O((\rho^3 + m \rho) \log n) \) work. This not only has a smaller depth bound than our algorithm but also is the only algorithm in Table 7 with strongly-polynomial depth. However, since the search is based on vertices instead of distances, the work and depth bounds here are tight, promising \( O(\rho^2) \) parallelism on any input instances but leaving no room for more parallelism on “nice” input graphs. By contrast, the experiments in this paper show that our algorithm can attain a much higher degree of parallelism on many real-world graphs.

More recently, Meyers and Sanders \cite{19} describe an algorithm called \( \Delta \)-stepping and analyze it for various random graph settings. Although the algorithm works well on general graphs in practice, no theoretical guarantees are known.

In addition to these results, better algorithms have been developed for special classes of graphs such as planar graphs (e.g., \cite{28, 16}) and separator-decomposable graphs \cite{5}.

There have also been approximation algorithms for SSSP. Cohen \cite{7} describes a \((1+\varepsilon)\)-algorithm for undirected graphs that runs in \( O(\text{polylog}(n)) \) depth and \( O((m + n)n^{\alpha}) \) work for \( \alpha > 0 \). Using an alternative hopset construction of Miller et al. \cite{20}, Cohen’s algorithm can be made to run in \( O(m \cdot \text{polylog}(n)) \) work and \( O(n^{1-\alpha}) \) depth for \( \alpha > 0 \).

### 7. CONCLUSION

We presented a parallel algorithm for single-source shortest paths that runs in two phases. The preprocessing requires \( O(n^2) \) work and \( O(\rho \log \rho) \) depth, adding \( O(n\rho) \) edges (shortcuts) where \( \rho \) is a user-defined parameter. Then, the single-source shortest paths can be computed with \( O((m + n\rho) \log n) \) work and \( O(\frac{m}{\rho} \log n \log \rho L) \) depth for any arbitrary graph with nonnegative weights. The algorithm is simple and has the potential to be practical. Our experiments further show that the theoretical bounds are pessimistic for real-world graphs; the actual costs are often much less.
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### Table 7: Cost bounds for exact SSSP algorithms that have subcubic work, broken down into (i) the cost of preprocessing and (ii) the cost of only the shortest-path computation, where $m$ is the number of edges in the initial input graph and $n$ is the number of vertices in the initial input graph. The bounds already account for alterations made, if any, by preprocessing.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Preprocessing</th>
<th></th>
<th>Shortest Path</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Work</td>
<td>Depth</td>
<td>Work</td>
</tr>
<tr>
<td>Unweighted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard BFS</td>
<td>$O(m \rho + \rho^3)$</td>
<td>$O(\rho \log^4 n)$</td>
<td>$O(m + n)$</td>
</tr>
<tr>
<td>Ullman and Yannakakis [29]</td>
<td>$O(m \rho + \rho^3)$</td>
<td>$O(\rho \log^4 n)$</td>
<td>$O(m + \rho)$</td>
</tr>
<tr>
<td>Spencer [26]</td>
<td>$O(m \rho + \rho^2 \log^2 \rho)$</td>
<td>$O(\rho \log^4 n)$</td>
<td>$O(m \rho + n \rho^2 \log^2 \rho)$</td>
</tr>
<tr>
<td>This work*</td>
<td>$O(m + \rho)$</td>
<td>$O(\rho \log^4 n)$</td>
<td>$O(m + n \rho)$</td>
</tr>
<tr>
<td>Weighted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parallel Dijkstra’s [21]</td>
<td>$O(m \rho + \rho^3)$</td>
<td>$O(\rho \log^4 n)$</td>
<td>$O(m + n \log n)$</td>
</tr>
<tr>
<td>Parallel Dijkstra’s [4]</td>
<td>$O(m \rho + \rho^3)$</td>
<td>$O(\rho \log^4 n)$</td>
<td>$O(m \log n + n)$</td>
</tr>
<tr>
<td>Klein and Subramanian [17]</td>
<td>$O(m \rho + \rho^3)$</td>
<td>$O(\rho \log^4 n)$</td>
<td>$O(m \sqrt{\rho} \log^2 n \log L)$</td>
</tr>
<tr>
<td>Spencer [26]</td>
<td>$O(m \rho + \rho^3)$</td>
<td>$O(\rho \log^4 n)$</td>
<td>$O(m \rho^2 \log \rho + m \log n \rho L)$</td>
</tr>
<tr>
<td>Shi and Spencer [25]*</td>
<td>$O(m \rho^2 \log n \log \rho + m)$</td>
<td>$O(\rho \log^4 n)$</td>
<td>$O(m + n \rho)$</td>
</tr>
<tr>
<td>Cohen [6]*</td>
<td>$O(m \rho^2 \log^2 n \rho)$</td>
<td>$O(\rho \log^4 n)$</td>
<td>$O(m \rho \log^2 n \log \rho)$</td>
</tr>
<tr>
<td>This work*</td>
<td>$O(m \log n + n \rho^2)$</td>
<td>$O(\rho \log^4 n)$</td>
<td>$O(m + n \rho \log n)$</td>
</tr>
</tbody>
</table>

* the presented bounds only apply to undirected graphs.

---

### Table 8: The ratio of created shortcut edges to the original edges when using the greedy heuristic as $\rho$ and $k$ are varied. The “reduced steps” columns are from Table 4 as a reference.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>Road map of Pennsylvania</th>
<th>Web graph of Stanford</th>
<th>2D-grid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k</td>
<td>reduced steps</td>
<td>k</td>
</tr>
<tr>
<td>10</td>
<td>1.67</td>
<td>0.41</td>
<td>0.05</td>
</tr>
<tr>
<td>20</td>
<td>3.79</td>
<td>2.38</td>
<td>0.84</td>
</tr>
<tr>
<td>50</td>
<td>10.34</td>
<td>6.05</td>
<td>5.65</td>
</tr>
<tr>
<td>200</td>
<td>39.92</td>
<td>26.35</td>
<td>20.15</td>
</tr>
<tr>
<td>500</td>
<td>97.58</td>
<td>64.72</td>
<td>48.49</td>
</tr>
<tr>
<td>1000</td>
<td>192.00</td>
<td>127.45</td>
<td>95.55</td>
</tr>
</tbody>
</table>

### Table 9: The ratio of created shortcut edges to the original edges when using the DP heuristic as $\rho$ and $k$ are varied. The “reduced steps” columns are from Table 4 as a reference.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>Road map of Pennsylvania</th>
<th>Web graph of Stanford</th>
<th>2D-grid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k</td>
<td>reduced steps</td>
<td>k</td>
</tr>
<tr>
<td>10</td>
<td>0.95</td>
<td>0.12</td>
<td>0.01</td>
</tr>
<tr>
<td>20</td>
<td>2.70</td>
<td>0.90</td>
<td>0.18</td>
</tr>
<tr>
<td>50</td>
<td>7.78</td>
<td>3.59</td>
<td>1.89</td>
</tr>
<tr>
<td>100</td>
<td>16.09</td>
<td>8.09</td>
<td>4.40</td>
</tr>
<tr>
<td>200</td>
<td>32.60</td>
<td>17.04</td>
<td>9.89</td>
</tr>
<tr>
<td>500</td>
<td>81.75</td>
<td>44.14</td>
<td>26.65</td>
</tr>
<tr>
<td>1000</td>
<td>162.91</td>
<td>89.30</td>
<td>54.82</td>
</tr>
</tbody>
</table>